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#### Abstract

Studying electromagnetic waves in complex media has been an important research topic due to its useful applications and scientific significance of its physical performance. Dyadic Green's functions (DGFs), as a mathematical kernel or a dielectric medium response, have long been a valuable tool in solving both source-free and source-incorporated electromagnetic boundary value problems for electromagnetic scattering, radiation and propagation phenomena. A complete eigenfunctional expansion of the dyadic Green's functions for an unbounded and a planar, arbitrary multilayered gyrotropic chiral media is formulated in terms of the vector wavefunctions. After a general representation of Green's dyadics is obtained, the scattering coefficients of Green's dyadics are determined from the boundary conditions at each interface and are expressed in a greatly compact form of recurrence matrices. In the formulation of Green's dyadics and their scattering coefficients, three cases are considered, i.e. the current source is immersed in (1) the first, (2) the intermediate, and (3) the last regions, respectively. Although the dyadic Green's functions for an unbounded gyroelectric medium has been reported in the literature, we here present not only unbounded but also multilayered DGFs for the gyrotropic chiral media. The explicit representation of the DGFs after reduction to the gyroelectric or isotropic case agrees well with those existing corresponding results.


PACS number: 03.50.De

## 1. Introduction

Recently, negative refractive (NR) index materials have captured considerable attention in the research communities of physicists and engineers due to the exotic electromagnetic properties [1] and potential application in perfect lens [2]. After the negative refraction by the artificial materials was experimentally verified by Shelby [3], more studies on metamaterials
have been carried out (e.g., tensor-parameter retrieval using quasi-static Lorentz theory [4], S-parameter retrieval using the plane wave incidence [5] and constitutive relation retrieval using transmission line method [6, 7]). These materials may possess backward waves [8, 9], negative refraction [10, 11], subwavelength focusing [12] and amplification of evanescent waves [2]. However, the known realizations of metamaterials of a negative refraction index are based on the use of metal inclusions of different geometries such as complementary split rings [13], deformed split rings [14] and hexagon rings [15]. Most of the work reported are conducted in microwave regime, and thus to keep strong magnetic response in optical frequency becomes a challenge if optical applications are desired. In view of that, chiral media have been investigated, since the negative refraction can be achieved even if the material has no magnetic response properties. The backward waves have been studied in chiral nihility [16] and gyrotropic chiral media [17, 18]. It shows that gyrotropic chiral media provide more degrees of freedom to realize the negative refraction since the gyro-parameters would greatly reduce the refractive indices.

Different from the previous work on gyrotropic chiral media, our paper will focus on the formulation of dyadic Green's functions (DGFs) of gyrotropic chiral media, which relate directly the radiated electromagnetic fields and the source distribution. DGFs play an important role in solving both source-free and source-incorporated boundary value problems and in characterizing macroscopic performance of multilayered complex media [20, 25-27], and some special transformations dealing with the scattering and radiation phenomena are also proposed by Li et al in [28]. Nowadays, the dyadic Green's function technique has been an important method employed elsewhere for boundary value problems [29], such as in Method of Moments and Boundary Element Method. Since 1970s, DGFs in anisotropic media have been derived [30, 32-34] using (i) the Fourier transform technique, (ii) the method of angular spectrum expansion, and (iii) the transmission matrix method. However, complete formulation of the DGFs in various anisotropic media using eigenfunction expansion technique has not been achieved so far, though the DGFs for isotropic media have been studied quite well in the last three decades. The technique of Fourier transform looks simpler and is efficient for the Cartesian coordinates [20]; but it may not be applicable in all the nine fundamental coordinate systems. The technique of eigenfunctional expansion provides a systematic approach in electromagnetic theory for interpreting various electromagnetic representations [35]; more importantly, it is applicable in almost all the fundamental coordinates. Even in the planar structure considered in detail in this paper, the eigenfunctional expansion technique can provide an explicit form of the dyadic Green's functions in cylindrical Bessel functions, so that it becomes easy and convenient when the source distribution is independent of the azimuth directions or when far fields are computed.

There have been some results of DGFs for gyroelectric chiral media (only a subset of gyrotropic chiral media), however most of them are basically valid only for unbounded media [36, 37] while some of them are not correct, for instance, the results in [38] commented by Li et al [39]. Since gyrotropic chiral media exhibit potential applications in realization of negative-refractive media [17], the systematic characterization of such media is of our particular interest. In this paper, we not only consider the general gyrotropic chiral media but also take into account multilayered structures. This paper aims at (i) the direct development of the unbounded dyadic Green's functions in an unbounded gyrotropic chiral medium where the eigenfunction expansion technique is employed and mistakes in the existing work are pointed out; (ii) the formulations of the scattering dyadic Green's functions and their coefficients in planarly multilayered gyrotropic chiral media where each layer can be arbitrarily multiple stratified gyrotropic chiral medium and its results can be reduced to those of the isotropic or gyroelectric chiral media, and where the source is assumed to have an arbitrary
three-dimensional distribution and either the transmitter or the receiver can be located in any region of the layered geometry; and (iii) the derivation of the irrotational part of the dyadic Green's functions which were not always provided in existing work. Due to the different geometries of the multilayered structures, the formulation of the dyadic Green's functions differs one from another.

Throughout the paper, a time dependence $\mathrm{e}^{-\mathrm{i} \omega t}$ is always suppressed.

## 2. DGFs for unbounded gyrotropic chiral media

A homogeneous gyrotropic chiral medium can be characterized by a set of constitutive relations

$$
\begin{align*}
& \boldsymbol{D}=\overline{\boldsymbol{\epsilon}} \cdot \boldsymbol{E}+\mathrm{i} \xi_{c} \boldsymbol{B} \\
& \boldsymbol{H}=\mathrm{i} \xi_{c} \boldsymbol{E}+\overline{\boldsymbol{\mu}}^{-1} \cdot B \tag{1}
\end{align*}
$$

where

$$
\begin{align*}
& \overline{\boldsymbol{\epsilon}}=\left[\begin{array}{lll}
\epsilon & -\mathrm{i} g & 0 \\
\mathrm{i} g & \epsilon & 0 \\
0 & 0 & \epsilon_{z}
\end{array}\right], \\
& \overline{\boldsymbol{\mu}}=\left[\begin{array}{lll}
\mu & -\mathrm{i} w & 0 \\
\mathrm{i} w & \mu & 0 \\
0 & 0 & \mu_{z}
\end{array}\right] . \tag{2}
\end{align*}
$$

We note that gyrotropic chiral material can be reduced to gyroelectric (chiral objects embedded in a magnetic biased plasma) case or chiroferrite (chiral objects immersed in a magnetic biased ferrite) case [41]. Experimentally, there might be some problems of simultaneously controlling the gyro-parameters (i.e., $g$ and $w$ ). However, theoretical physics goes ahead often, relative to the experimental physics. Due to the generalization of the material discussed in this paper, it is valuable to investigate the DGFs for this material, especially in its multilayered structure.

### 2.1. General formulation of unbounded DGFs

Substituting (1) into the source-incorporated Maxwell's equations, we have

$$
\begin{equation*}
\nabla \times\left[\overline{\boldsymbol{\mu}}^{-1} \cdot \boldsymbol{\nabla} \times \boldsymbol{E}(\boldsymbol{r})\right]-2 \omega \xi_{c} \boldsymbol{\nabla} \times \boldsymbol{E}(\boldsymbol{r})-\omega^{2} \overline{\boldsymbol{\epsilon}} \cdot \boldsymbol{E}(\boldsymbol{r})=\mathrm{i} \omega \boldsymbol{J}\left(\boldsymbol{r}^{\prime}\right) \tag{3}
\end{equation*}
$$

Corresponding to the vector wave equation in (3), the following dyadic differential equation is obtained:
$\nabla \times\left[\overline{\boldsymbol{\mu}}^{-1} \cdot \nabla \times \overline{\boldsymbol{G}}_{e}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)\right]-2 \omega \xi_{c} \nabla \times \overline{\boldsymbol{G}}_{e}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)-\omega^{2} \overline{\boldsymbol{\epsilon}} \cdot \overline{\boldsymbol{G}}_{e}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=\overline{\boldsymbol{I}} \delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)$,
where $\bar{I}$ and $\delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)$ denote the unit dyadic and Dirac delta function, respectively.
Substituting (3) and (4) into the vector-dyadic Green's theorem [19] and then applying the Sommerfeld radiation condition together with vector and tensor manipulations, we have the following solution to (3) due to the source $\boldsymbol{J}\left(\boldsymbol{r}^{\prime}\right)$ (which can be deduced from Weiglhofer's results [40] by assuming magnetic current density to be zero):

$$
\begin{equation*}
\boldsymbol{E}(\boldsymbol{r})=\mathrm{i} \omega \int_{V^{\prime}} \overline{\boldsymbol{G}}_{e}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right) \cdot \boldsymbol{J}\left(\boldsymbol{r}^{\prime}\right) \mathrm{d} V^{\prime} \tag{5}
\end{equation*}
$$

where $V^{\prime}$ denotes the volume occupied by the source.
According to the Ohm-Rayleigh method, the source term in (5) can be expanded in terms of the solenoidal and irrotational cylindrical vector wavefunctions in cylindrical coordinates.

Thus, we obtain

$$
\begin{align*}
\overline{\boldsymbol{I}} \delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)= & \int_{0}^{\infty} \mathrm{d} \lambda \int_{-\infty}^{\infty} \mathrm{d} h \sum_{n=-\infty}^{\infty}\left[\boldsymbol{M}_{n}(h, \lambda) \boldsymbol{A}_{n}(h, \lambda)\right. \\
& \left.+\boldsymbol{N}_{n}(h, \lambda) \boldsymbol{B}_{n}(h, \lambda)+\boldsymbol{L}_{n}(h, \lambda) \boldsymbol{C}_{n}(h, \lambda)\right] \tag{6}
\end{align*}
$$

where vector wavefunctions $M, N$ and $L$ in cylindrical coordinate system are defined as [19]

$$
\begin{align*}
& \boldsymbol{M}_{n}(h, \lambda)=\nabla \times\left[\Psi_{n}(h, \lambda) \widehat{\boldsymbol{z}}\right], \\
& \boldsymbol{N}_{n}(h, \lambda)=\frac{1}{k_{\lambda}} \nabla \times \boldsymbol{M}_{n}(h, \lambda),  \tag{7}\\
& \boldsymbol{L}_{n}(h, \lambda)=\nabla\left[\Psi_{n}(h, \lambda)\right],
\end{align*}
$$

where $k_{\lambda}=\sqrt{\lambda^{2}+h^{2}}$, and the generating function is given by $\Psi_{n}(h, \lambda)=J_{n}(\lambda \rho) \mathrm{e}^{\mathrm{i}(n \phi+h z)}$. The coefficients $\boldsymbol{A}_{n}(h, \lambda), \boldsymbol{B}_{n}(h, \lambda)$ and $\boldsymbol{C}_{n}(h, \lambda)$ in (6) are to be determined from the orthogonality relationships among the cylindrical vector wavefunctions. Therefore, scalar-dot multiply both sides of (6) with $\boldsymbol{M}_{-n^{\prime}}\left(-h^{\prime},-\lambda^{\prime}\right), \boldsymbol{N}_{-n^{\prime}}\left(-h^{\prime},-\lambda^{\prime}\right)$ and $L_{-n^{\prime}}\left(-h^{\prime},-\lambda^{\prime}\right)$ each at a time and integrate them over the whole volume, and we obtain from the orthogonality that

$$
\begin{align*}
\boldsymbol{A}_{n}(h, \lambda) & =\frac{1}{4 \pi^{2} \lambda} \boldsymbol{M}_{-n}^{\prime}(-h,-\lambda) \\
\boldsymbol{B}_{n}(h, \lambda) & =\frac{1}{4 \pi^{2} \lambda} \boldsymbol{N}_{-n}^{\prime}(-h,-\lambda),  \tag{8}\\
\boldsymbol{C}_{n}(h, \lambda) & =\frac{\lambda}{4 \pi^{2}\left(\lambda^{2}+h^{2}\right)} \boldsymbol{L}_{-n}^{\prime}(-h,-\lambda)
\end{align*}
$$

As is known to all, the dyadic Green's function can thus be expanded as follows:

$$
\begin{align*}
\overline{\boldsymbol{G}}_{0}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)= & \int_{0}^{\infty} \mathrm{d} \lambda \int_{-\infty}^{\infty} \mathrm{d} h \sum_{n=-\infty}^{\infty}\left[\boldsymbol{M}_{n}(h, \lambda) \boldsymbol{a}_{n}(h, \lambda)\right. \\
& \left.+\boldsymbol{N}_{n}(h, \lambda) \boldsymbol{b}_{n}(h, \lambda)+\boldsymbol{L}_{n}(h, \lambda) \boldsymbol{c}_{n}(h, \lambda)\right] \tag{9}
\end{align*}
$$

where the vector expansion coefficients $\boldsymbol{a}_{n}(h, \lambda), \boldsymbol{b}_{n}(h, \lambda)$ and $\boldsymbol{c}_{n}(h, \lambda)$ are unknown vector coefficients to be determined from the orthogonality and permittivity and permeability tensors' properties.

To obtain these unknown vectors, we substitute (9) and (6) into (5), noting the instinct properties of the vector wavefunctions

$$
\begin{align*}
& \boldsymbol{\nabla} \times \boldsymbol{N}_{n}(h, \lambda)=k_{\lambda} \boldsymbol{M}_{n}(h, \lambda), \\
& \boldsymbol{\nabla} \times \boldsymbol{M}_{n}(h, \lambda)=k_{\lambda} \boldsymbol{N}_{n}(h, \lambda),  \tag{10}\\
& \boldsymbol{\nabla} \times \boldsymbol{L}_{n}(h, \lambda)=0 .
\end{align*}
$$

We can thus obtain

$$
\begin{align*}
& \int_{0}^{\infty} \mathrm{d} \lambda \int_{-\infty}^{\infty} \mathrm{d} h \sum_{n=-\infty}^{\infty}\left[\boldsymbol{M}_{n}(h, \lambda) \boldsymbol{A}_{n}(h, \lambda)+\boldsymbol{N}_{n}(h, \lambda) \boldsymbol{B}_{n}(h, \lambda)+\boldsymbol{L}_{n}(h, \lambda) \boldsymbol{C}_{n}(h, \lambda)\right] \\
&= \int_{0}^{\infty} \mathrm{d} \lambda \int_{-\infty}^{\infty} \mathrm{d} h \sum_{n=-\infty}^{\infty}\left\{\boldsymbol{\nabla} \times\left[\overline{\boldsymbol{\mu}}^{-1} \cdot \boldsymbol{k}_{\lambda}\left(\boldsymbol{N}_{n}(h, \lambda) \boldsymbol{a}_{n}(h, \lambda)+\boldsymbol{M}_{n}(h, \lambda) \boldsymbol{b}_{n}(h, \lambda)\right)\right]\right. \\
&-2 k_{\lambda} \omega \xi_{c}\left[\boldsymbol{N}_{n}(h, \lambda) \boldsymbol{a}_{n}(h, \lambda)+\boldsymbol{M}_{n}(h, \lambda) \boldsymbol{b}_{n}(h, \lambda)\right] \\
&\left.-\omega^{2} \overline{\boldsymbol{\epsilon}} \cdot\left[\boldsymbol{M}_{n}(h, \lambda) \boldsymbol{a}_{n}(h, \lambda)+\boldsymbol{N}_{n}(h, \lambda) \boldsymbol{b}_{n}(h, \lambda)+\boldsymbol{L}_{n}(h, \lambda) \boldsymbol{c}_{n}(h, \lambda)\right]\right\} . \tag{11}
\end{align*}
$$

For the compactness of the coming manipulation, we define

$$
\overline{\boldsymbol{\alpha}}=\overline{\boldsymbol{\mu}}^{-1}=\left[\begin{array}{ccc}
\alpha_{t} & -\alpha_{a} & 0  \tag{12}\\
\alpha_{a} & \alpha_{t} & 0 \\
0 & 0 & \alpha_{z}
\end{array}\right]
$$

where

$$
\begin{equation*}
\alpha_{t}=\frac{\mu}{\mu^{2}-w^{2}}, \quad \alpha_{a}=\frac{-\mathrm{i} w}{\mu^{2}-w^{2}}, \quad \alpha_{z}=\frac{1}{\mu_{z}} . \tag{13}
\end{equation*}
$$

By taking respectively the anterior scalar product of (11) with the vector wave equations and performing the integration over the entire volume, we can formulate the equations satisfied by the unknown vectors and the known scalar and vector parameters in a matrix form as given by

$$
\left[\begin{array}{l}
\Phi_{1}  \tag{14}\\
\Phi_{2} \\
\Phi_{3}
\end{array}\right][X]=[\Theta],
$$

where $\left[\Phi_{i}\right.$ ] denotes $i$ th row in a $3 \times 3$ matrix
$\Phi_{1}=\left[h^{2} \alpha_{t}+\lambda^{2} \alpha_{z}-\omega^{2} \epsilon,-\left(\frac{\mathrm{i} \omega^{2} h g}{k_{\lambda}}+\mathrm{i} k_{\lambda} h \alpha_{a}+2 \omega \xi_{c} k_{\lambda}\right), \mathrm{i} \omega^{2} g\right]$,
$\Phi_{2}=\left[-\left(\frac{\mathrm{i} \omega^{2} h g}{k_{\lambda}}+\mathrm{i} k_{\lambda} h \alpha_{a}+2 \omega \xi_{c} k_{\lambda}\right), k_{\lambda}^{2} \alpha_{t}-\omega^{2} \frac{h^{2} \epsilon+\lambda^{2} \epsilon_{z}}{k_{\lambda}^{2}},-\omega^{2} \frac{\mathrm{i} h}{k_{\lambda}}\left(\epsilon_{z}-\epsilon\right)\right]$,
$\Phi_{3}=\left[-\mathrm{i} \omega^{2} \frac{\lambda^{2}}{k_{\lambda}^{2}} g, \omega^{2} \frac{\mathrm{i} h \lambda^{2}}{k_{\lambda}^{3}}\left(\epsilon_{z}-\epsilon\right),-\omega^{2} \frac{h^{2} \epsilon_{z}+\lambda^{2} \epsilon}{k_{\lambda}^{2}}\right]$.
$[X]$ and $[\Theta]$ are known column vectors, $[X]=\left[\boldsymbol{a}_{n}(h, \lambda) \boldsymbol{b}_{n}(h, \lambda) \boldsymbol{c}_{n}(h, \lambda)\right]^{T}$ and $[\Theta]=$ $\left[\boldsymbol{A}_{n}(h, \lambda) \boldsymbol{B}_{n}(h, \lambda) \boldsymbol{C}_{n}(h, \lambda)\right]^{T}$. Solving (14), we have the solutions for $\boldsymbol{a}_{n}(h, \lambda), \boldsymbol{b}_{n}(h, \lambda)$ and $\boldsymbol{c}_{n}(h, \lambda)$ as

$$
\begin{align*}
& \boldsymbol{a}_{n}(h, \lambda)=\frac{1}{\Gamma}\left[\alpha_{1} \boldsymbol{A}_{n}(h, \lambda)+\beta_{1} \boldsymbol{B}_{n}(h, \lambda)+\gamma_{1} \boldsymbol{C}_{n}(h, \lambda)\right], \\
& \boldsymbol{b}_{n}(h, \lambda)=\frac{1}{\Gamma}\left[\alpha_{2} \boldsymbol{A}_{n}(h, \lambda)+\beta_{2} \boldsymbol{B}_{n}(h, \lambda)+\gamma_{2} \boldsymbol{C}_{n}(h, \lambda)\right],  \tag{16}\\
& \boldsymbol{c}_{n}(h, \lambda)=\frac{1}{\Gamma}\left[\alpha_{3} \boldsymbol{A}_{n}(h, \lambda)+\beta_{3} \boldsymbol{B}_{n}(h, \lambda)+\gamma_{3} \boldsymbol{C}_{n}(h, \lambda)\right],
\end{align*}
$$

where

$$
\begin{equation*}
\Gamma=\epsilon_{z} \alpha_{t}\left(k_{\lambda}^{2}-k_{1}^{2}\right)\left(k_{\lambda}^{2}-k_{2}^{2}\right) / \alpha_{z} \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
k_{1,2}^{2}=\frac{1}{2 \epsilon_{z} \alpha_{t} / \alpha_{z}}\left[-p_{\lambda} \pm \sqrt{p_{\lambda}^{2}+4 \epsilon_{z} \alpha_{t} / \alpha_{z} q_{\lambda}}\right] \tag{18}
\end{equation*}
$$

with $p_{\lambda}$ and $q_{\lambda}$ given respectively below:

$$
\begin{align*}
& p_{\lambda}=\left[\left(\alpha_{t} / \alpha_{z}\right)^{2}\right.\left.+\left(\alpha_{a} / \alpha_{z}\right)^{2}\right] h^{2} \epsilon-4 \mathrm{i} h \epsilon \xi_{c} \omega \alpha_{a} / \alpha_{z}^{2} \\
& \quad-\left[4 \epsilon\left(\xi_{c} / \alpha_{z}\right)^{2}+\epsilon \epsilon_{z} / \alpha_{z}\right] \omega^{2}+\left(g^{2}-\epsilon^{2}\right) \omega^{2} \alpha_{t} / \alpha_{z}^{2}-h^{2} \epsilon_{z} \alpha_{t} / \alpha_{z}  \tag{19}\\
& q_{\lambda}=-\left[\left(\alpha_{t} / \alpha_{z}\right)^{2}+\left(\alpha_{a} / \alpha_{z}\right)^{2}\right] h^{4} \epsilon_{z}+4 \mathrm{i} h^{2}\left(2 h \xi_{c}+g \omega\right) \epsilon_{z} \omega \alpha_{a} / \alpha_{z}^{2} \\
&+\frac{\epsilon_{z}}{\alpha_{z}^{2}}\left[4 h^{2} \xi_{c}^{2}+4 g h \xi_{c} \omega+\left(g^{2}-\epsilon^{2}\right) \omega^{2}+2 \alpha_{t} h^{2} \epsilon \epsilon_{z}\right] \omega^{2} . \tag{20}
\end{align*}
$$

It should be noted that the coupling coefficients $\beta_{1}, \gamma_{1}, \alpha_{2}, \gamma_{2}, \alpha_{3}$ and $\beta_{3}$ were assumed to be zero in [38]. Here it is proved that those coupling coefficients must be considered in the formulation since they are not always zero, and the coupling coefficients $\alpha_{1,2,3}, \beta_{1,2,3}$ and $\gamma_{1,2,3}$ are given in detail below

$$
\begin{align*}
\alpha_{1}= & \frac{\alpha_{t}}{\alpha_{z}^{2}}\left(h^{2} \epsilon_{z}+\lambda^{2} \epsilon\right)-\frac{1}{\alpha_{z}^{2}} \omega^{2} \epsilon \epsilon_{z},  \tag{21}\\
\alpha_{2}= & \beta_{1}=\frac{1}{k_{\lambda} \alpha_{z}^{2}}\left[\mathrm{i} h \alpha_{a}\left(h^{2} \epsilon_{z}+\lambda^{2} \epsilon\right)+2 \xi_{c}\left(h^{2} \epsilon_{z}+\epsilon \lambda^{2}\right) \omega+h g \epsilon_{z} \omega^{2}\right],  \tag{22}\\
\gamma_{1}= & -\frac{k_{\lambda}^{2}}{\lambda^{2}} \alpha_{3}=\frac{\mathrm{i}}{\alpha_{z}^{2}}\left[g k_{\lambda}^{2} \alpha_{t}+\mathrm{i} h^{2} \alpha_{a}\left(\epsilon-\epsilon_{z}\right)+2 h \xi_{c}\left(\epsilon-\epsilon_{z}\right) \omega-g \epsilon_{z} \omega^{2}\right],  \tag{23}\\
\gamma_{2}= & -\frac{k_{\lambda}^{2}}{\lambda^{2}} \beta_{3} \\
= & \frac{\mathrm{i}}{k_{\lambda}}\left[h\left(h^{2} \frac{\alpha_{t}}{\alpha_{z}}+\lambda^{2}\right)\left(\epsilon-\epsilon_{z}\right) / \alpha_{z}+\mathrm{i} g h k_{\lambda}^{2} \alpha_{a} / \alpha_{z}^{2}\right. \\
& \left.+2 g \xi_{c} k_{\lambda}^{2} \omega / \alpha_{z}^{2}-h\left(\epsilon^{2}-\epsilon \epsilon_{z}-g^{2}\right) \omega^{2} / \alpha_{z}^{2}\right],  \tag{24}\\
\beta_{2}= & \frac{1}{k_{\lambda}^{2}}\left[\left(h^{2} \frac{\alpha_{t}}{\alpha_{z}}-\lambda^{2}\right)\left(h^{2} \epsilon_{z}+\lambda^{2} \epsilon\right) / \alpha_{z}-\left(h^{2} \epsilon \epsilon_{z}+\lambda^{2}\left(\epsilon^{2}-g^{2}\right)\right) \omega^{2} / \alpha_{z}^{2}\right]  \tag{25}\\
\gamma_{3}= & \frac{1}{\omega^{2}}\left\{-k_{\lambda}^{2}\left(h^{2} \frac{\alpha_{t}^{2}+\alpha_{a}^{2}}{\alpha_{z}^{2}}+\lambda^{2} \frac{\alpha_{t}}{\alpha_{z}}\right)+4 \mathrm{i} h k_{\lambda}^{2} \alpha_{a} \xi_{c} \omega / \alpha_{z}^{2}\right. \\
& +\left[k_{\lambda}^{2} \epsilon \alpha_{t}+\frac{h^{2} \alpha_{t}+\lambda^{2} \alpha_{z}}{k_{\lambda}^{2}}\left(h^{2} \epsilon+\lambda^{2} \epsilon_{z}\right)+2 \mathrm{i} h^{2} g \alpha_{a}+4 k_{\lambda}^{2} \xi_{c}^{2}\right] \omega^{2} / \alpha_{z}^{2} \\
& \left.+4 g h \xi_{c} \omega^{3} / \alpha_{z}^{2}+\frac{1}{k_{\lambda}^{2}}\left[h^{2}\left(g^{2}-\epsilon^{2}\right)-\lambda^{2} \epsilon \epsilon_{z}\right] \omega^{4} / \alpha_{z}^{2}\right\} . \tag{26}
\end{align*}
$$

Hence, the unbounded DGFs in (9) can be rewritten as

$$
\begin{align*}
\overline{\boldsymbol{G}}_{0}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)= & \int_{-\infty}^{\infty} \mathrm{d} h \int_{0}^{\infty} \mathrm{d} \lambda \sum_{n=-\infty}^{\infty} \frac{1}{4 \pi^{2} \lambda \Gamma} \\
& \times\left\{\boldsymbol{M}_{n}(h, \lambda)\left[\alpha_{1} \boldsymbol{M}_{-n}^{\prime}(-h,-\lambda)+\beta_{1} \boldsymbol{N}_{-n}^{\prime}(-h,-\lambda)+\frac{\lambda^{2}}{k_{\lambda}^{2}} \gamma_{1} \boldsymbol{L}_{-n}^{\prime}(-h,-\lambda)\right]\right. \\
& +\boldsymbol{N}_{n}(h, \lambda)\left[\beta_{1} \boldsymbol{M}_{-n}(-h,-\lambda)+\beta_{2} \boldsymbol{N}_{-n}(-h,-\lambda)+\frac{\lambda^{2}}{k_{\lambda}^{2}} \gamma_{2} \boldsymbol{L}_{-n}(-h,-\lambda)\right] \\
& \left.+\frac{\lambda^{2}}{k_{\lambda}^{2}} \boldsymbol{L}_{n}(h, \lambda)\left[-\gamma_{1} \boldsymbol{M}_{-n}(-h,-\lambda)-\gamma_{2} \boldsymbol{N}_{-n}(-h,-\lambda)+\gamma_{3} \boldsymbol{L}_{-n}(-h,-\lambda)\right]\right\} . \tag{27}
\end{align*}
$$

We can further express (9) in a more compact form

$$
\begin{align*}
\overline{\boldsymbol{G}}_{0}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)= & \int_{-\infty}^{\infty} \mathrm{d} h \int_{0}^{\infty} \mathrm{d} \lambda \sum_{n=-\infty}^{\infty} \frac{1}{4 \pi^{2} \lambda \Gamma}\left\{\tau_{1} \boldsymbol{M}_{n}(h, \lambda) \boldsymbol{M}_{-n}^{\prime}(-h,-\lambda)\right. \\
& +\tau_{2}\left[\boldsymbol{M}_{n}(h, \lambda) \boldsymbol{N}_{-n t}^{\prime}(-h,-\lambda)+\boldsymbol{N}_{n t}(h, \lambda) \boldsymbol{M}_{-n}^{\prime}(-h,-\lambda)\right] \\
& +\tau_{3}\left[\boldsymbol{M}_{n}(h, \lambda) \boldsymbol{N}_{-n z}^{\prime}(-h,-\lambda)+\boldsymbol{N}_{n z}(h, \lambda) \boldsymbol{M}_{-n}^{\prime}(-h,-\lambda)\right] \\
& +\tau_{4}\left[\boldsymbol{N}_{n t}(h, \lambda) \boldsymbol{N}_{-n z}^{\prime}(-h,-\lambda)+\boldsymbol{N}_{n z}(h, \lambda) \boldsymbol{N}_{-n t}^{\prime}(-h,-\lambda)\right] \\
& \left.+\tau_{5} \boldsymbol{N}_{n t}(h, \lambda) \boldsymbol{N}_{-n t}^{\prime}(-h,-\lambda)+\tau_{6} \boldsymbol{N}_{n z}(h, \lambda) \boldsymbol{N}_{-n z}^{\prime}(-h,-\lambda)\right\}, \tag{28}
\end{align*}
$$

where

$$
\begin{align*}
& \tau_{1}=\alpha_{1} \\
& \tau_{2}=\beta_{1}+\frac{i \lambda^{2}}{k_{\lambda} h} \gamma_{1} \\
& \tau_{3}=\beta_{1}-\frac{\mathrm{i} h}{k_{\lambda}} \gamma_{1} \\
& \tau_{4}=\beta_{2}-\frac{\mathrm{i} h}{k_{\lambda}} \gamma_{2}-\frac{\mathrm{i} k_{\lambda}}{h} \beta_{3}-\gamma_{3}  \tag{29}\\
& \tau_{5}=\beta_{2}+\frac{\mathrm{i} \lambda^{2}}{k_{\lambda} h} \gamma_{2}-\frac{\mathrm{i} k_{\lambda}}{h} \beta_{3}+\frac{\lambda^{2}}{h^{2}} \gamma_{3} \\
& \tau_{6}=\beta_{2}-\frac{\mathrm{i} h}{k_{\lambda}} \gamma_{2}+\frac{\mathrm{i} h k_{\lambda}}{\lambda^{2}} \beta_{3}+\frac{h^{2}}{\lambda^{2}} \gamma_{3}
\end{align*}
$$

It is worth noting that the following identities have been used in the derivation from (9) to (28)

$$
\begin{align*}
& \boldsymbol{L}_{n}(h, \lambda)=\boldsymbol{L}_{n t}(h, \lambda)+\boldsymbol{L}_{n z}(h, \lambda) \\
& \boldsymbol{L}_{-n}^{\prime}(-h,-\lambda)=\boldsymbol{L}_{-n t}^{\prime}(-h,-\lambda)+\boldsymbol{L}_{-n z}^{\prime}(-h,-\lambda), \\
& \boldsymbol{N}_{n}(h, \lambda)=\boldsymbol{N}_{n t}(h, \lambda)+\boldsymbol{N}_{n z}(h, \lambda), \\
& \boldsymbol{N}_{-n}^{\prime}(-h,-\lambda)=\boldsymbol{N}_{-n t}^{\prime}(-h,-\lambda)+\boldsymbol{N}_{-n z}^{\prime}(-h,-\lambda), \\
& \boldsymbol{L}_{n t}(h, \lambda)=\frac{-\mathrm{i} k_{\lambda}}{h} \boldsymbol{N}_{n t}(h, \lambda),  \tag{30}\\
& \boldsymbol{L}_{-n t}^{\prime}(-h,-\lambda)=\frac{\mathrm{i} k_{\lambda}}{h} \boldsymbol{N}_{-n t}^{\prime}(-h,-\lambda), \\
& \boldsymbol{L}_{n z}(h, \lambda)=\frac{\mathrm{i} h k_{\lambda}}{\lambda^{2}} \boldsymbol{N}_{n z}(h, \lambda), \\
& \boldsymbol{L}_{-n z}^{\prime}(-h,-\lambda)=\frac{-\mathrm{i} h k_{\lambda}}{\lambda^{2}} \boldsymbol{N}_{-n z}^{\prime}(-h,-\lambda),
\end{align*}
$$

where the subscripts $t$ and $z$ denote, respectively, the transverse and the longitude components of the two functions $\boldsymbol{L}_{n}(h, \lambda)$ and $\boldsymbol{N}_{n}(h, \lambda)$ and similarly for the primed functions.

### 2.2. Analytical evaluation of the $h$ integral

In order to apply the residue theorem to (28), the part in (28) which does not satisfy the Jordan lemma is required to be extracted first. By applying the idea of Tai [19] to obtain an exact expression of the irrotational dyadic Green's function, we obtain from (6)
$\widehat{\boldsymbol{z}} \widehat{\boldsymbol{z}} \delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)=\int_{0}^{\infty} \mathrm{d} \lambda \int_{-\infty}^{\infty} \mathrm{d} h \sum_{n=-\infty}^{\infty} \frac{1}{4 \pi^{2} \lambda} \frac{k_{\lambda}^{2}}{\lambda^{2}} \boldsymbol{N}_{n z}(h, \lambda) \boldsymbol{N}_{-n z}^{\prime}(-h,-\lambda)$.
Thus the singular term of the unbounded DGF is contained in the $N_{n z}(h, \lambda) N_{-n z}^{\prime}(-h,-\lambda)$ dyadic.

Certainly, the expression of the DGF, as shown above, is a form in a pre-integration domain. To actually make use of it for practical problems, we need to integrate the DGF in the pre-integration domain using the contour integration. In this paper, planarly multilayered structures are considered. As a result, the wave numbers $h_{i}$ can be found by rewriting $\Gamma$ in (18) in $h$-domain and solving the fourth-order polynomial equation. It can be obtained using the syntax Solve[ph^4+ch^3+qh^2+sh+t==0,h] in Mathematica5.2 package. However, it
is too tedious to be shown here. One important point is that $\Gamma=0$ yields four sets of solutions corresponding to four different waves of wave numbers $h_{i}(i=1,2,3$ and 4$)$.

After lengthy but careful algebraic manipulation, we rewrite (28)

$$
\begin{align*}
\overline{\boldsymbol{G}}_{0}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=- & \frac{\alpha_{z}}{\omega^{2} \epsilon_{z} \alpha_{t}} \widehat{\boldsymbol{z}} \widehat{\boldsymbol{z}} \delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)+\int_{-\infty}^{\infty} \mathrm{d} h \int_{0}^{\infty} \mathrm{d} \lambda \sum_{n=-\infty}^{\infty} \frac{1}{4 \pi^{2} \lambda \Gamma}\left\{\tau_{1} \boldsymbol{M}_{n}(h, \lambda) \boldsymbol{M}_{-n}^{\prime}(-h,-\lambda)\right. \\
& +\tau_{2}\left[\boldsymbol{M}_{n}(h, \lambda) \boldsymbol{N}_{-n t}^{\prime}(-h,-\lambda)+\boldsymbol{N}_{n t}(h, \lambda) \boldsymbol{M}_{-n}^{\prime}(-h,-\lambda)\right] \\
& +\tau_{3}\left[\boldsymbol{M}_{n}(h, \lambda) \boldsymbol{N}_{-n z}^{\prime}(-h,-\lambda)+\boldsymbol{N}_{n z}(h, \lambda) \boldsymbol{M}_{-n}^{\prime}(-h,-\lambda)\right] \\
& +\tau_{4}\left[\boldsymbol{N}_{n t}(h, \lambda) \boldsymbol{N}_{-n z}^{\prime}(-h,-\lambda)+\boldsymbol{N}_{n z}(h, \lambda) \boldsymbol{N}_{-n t}^{\prime}(-h,-\lambda)\right] \\
& \left.+\tau_{5} \boldsymbol{N}_{n t}(h, \lambda) \boldsymbol{N}_{-n t}^{\prime}(-h,-\lambda)+\tau_{7} \boldsymbol{N}_{n z}(h, \lambda) \boldsymbol{N}_{-n z}^{\prime}(-h,-\lambda)\right\} \tag{32}
\end{align*}
$$

where
$\tau_{7}=\beta_{2}+\frac{1}{\omega^{2}}\left(1+h^{2} / \lambda^{2}\right)\left(k_{\lambda}^{2}-k_{1}^{2}\right)\left(k_{\lambda}^{2}-k_{2}^{2}\right)+\frac{h}{\lambda^{2}}\left(\mathrm{i} k_{\lambda} \beta_{3}+h \gamma_{3}\right)-\frac{\mathrm{i} h}{k_{\lambda}} \gamma_{2}$.
For $z>z^{\prime}$, the DGF is given by

$$
\begin{align*}
\overline{\boldsymbol{G}}_{0}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=- & \frac{\alpha_{z}}{\omega^{2} \epsilon_{z} \alpha_{t}} \widehat{\boldsymbol{z}} \widehat{\boldsymbol{z}} \delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)+\frac{\mathrm{i}}{2 \pi} \int_{0}^{\infty} \mathrm{d} \lambda \sum_{n=-\infty}^{\infty} \frac{\alpha_{z}}{\epsilon_{z} \alpha_{t} \lambda\left(h_{1}-h_{2}\right)} \\
& \times \sum_{j=1}^{2} \frac{(-1)^{j+1}}{\left(h_{j}-h_{3}\right)\left(h_{j}-h_{4}\right)}\left\{\boldsymbol{M}_{n, \lambda}\left(h_{j}\right) \boldsymbol{P}_{-n,-\lambda}^{\prime}\left(-h_{j}\right)+\boldsymbol{Q}_{n, \lambda}\left(h_{j}\right) \boldsymbol{M}_{-n,-\lambda}^{\prime}\left(-h_{j}\right)\right. \\
& \left.+\boldsymbol{U}_{n, \lambda}\left(h_{j}\right) \boldsymbol{N}_{-n t,-\lambda}^{\prime}\left(-h_{j}\right)+\boldsymbol{V}_{n, \lambda}\left(h_{j}\right) \boldsymbol{N}_{-n z,-\lambda}^{\prime}\left(-h_{j}\right)\right\} . \tag{34}
\end{align*}
$$

For $z<z^{\prime}$, the only replacement to be made is
$\frac{1}{\lambda\left(h_{1}-h_{2}\right)} \sum_{j=1}^{2} \frac{(-1)^{j+1}}{\left(h_{j}-h_{3}\right)\left(h_{j}-h_{4}\right)} \Longrightarrow \frac{1}{\lambda\left(h_{3}-h_{4}\right)} \sum_{j=3}^{4} \frac{(-1)^{j+1}}{\left(h_{1}-h_{j}\right)\left(h_{2}-h_{j}\right)}$.
The vector wavefunctions $\boldsymbol{P}_{n, \lambda}\left(h_{j}\right), \boldsymbol{Q}_{n, \lambda}\left(h_{j}\right), \boldsymbol{U}_{n, \lambda}\left(h_{j}\right)$ and $\boldsymbol{V}_{n, \lambda}\left(h_{j}\right)$ in (34), are given respectively by

$$
\begin{align*}
& \boldsymbol{P}_{n, \lambda}\left(h_{j}\right)=\tau_{1} \boldsymbol{M}_{n, \lambda}\left(h_{j}\right)+\tau_{2} \boldsymbol{N}_{n t, \lambda}\left(h_{j}\right)+\tau_{3} \boldsymbol{N}_{n z, \lambda}\left(h_{j}\right), \\
& \boldsymbol{Q}_{n, \lambda}\left(h_{j}\right)=\tau_{2} \boldsymbol{N}_{n t, \lambda}\left(h_{j}\right)+\tau_{3} \boldsymbol{N}_{n z, \lambda}\left(h_{j}\right), \\
& \boldsymbol{U}_{n, \lambda}\left(h_{j}\right)=\tau_{5} \boldsymbol{N}_{n t, \lambda}\left(h_{j}\right)+\tau_{4} \boldsymbol{N}_{n z, \lambda}\left(h_{j}\right),  \tag{35}\\
& \boldsymbol{V}_{n, \lambda}\left(h_{j}\right)=\tau_{4} \boldsymbol{N}_{n t, \lambda}\left(h_{j}\right)+\tau_{7} \boldsymbol{N}_{n z, \lambda}\left(h_{j}\right) .
\end{align*}
$$

The first term of (34) is due to the contribution from the non-solenoidal vector wavefunctions. For a long time, this term of the DGF expressions was never been obtained in the publications $[43,44]$ where the irrotational part of the DGF was all missing. The second integration term can be evaluated by making use of the residue theorem in $h$-plane. This term contributes from the solenoidal vector wavefunctions. After some mathematical manipulations for simplicity, we arrived at the final representation of the DGFs for an unbounded gyrotropic chiral medium which is suitable for further analysis of a planar, multilayered structure.

Now, a complete representation of the DGFs for an unbounded gyrotropic chiral medium has been obtained. It can be seen that a singularity term has been extracted and this general DGFs are reducible to those of anisotropic, gyroelectric, chiroferrite and isotropic media.


Figure 1. Geometry of a planarly multilayered Gyrotropic chiral medium.

## 3. General formulation for stratified, multilayered gyrotropic chiral media

In this section, we extend our theoretical analysis to the multilayered planar structure where both the number of multiple layers and the location of either the source or the field are arbitrary, and each layer can be a gyroelectric chiral (permeability is a scalar), a chiroferrite (permittivity is a scalar), a chiral (permittivity and permeability are both scalar), or just simply an isotropic medium ( $\xi_{c}=0$, and permittivity and permeability are both scalar). In view of practical fabrication of such multilayers, the bisoliton theory can be applied in the process [45]. The permittivity and permeability tensors are given below:

$$
\bar{\epsilon}^{f}=\left[\begin{array}{lll}
\epsilon^{f} & -\mathrm{i} g^{f} & 0  \tag{36}\\
\mathrm{i} g^{f} & \epsilon^{f} & 0 \\
0 & 0 & \epsilon_{z}^{f}
\end{array}\right], \quad \overline{\boldsymbol{\mu}}^{f}=\left[\begin{array}{lll}
\mu^{f} & -\mathrm{i} w^{f} & 0 \\
\mathrm{i} w^{f} & \mu^{f} & 0 \\
0 & 0 & \mu_{z}^{f}
\end{array}\right],
$$

and correspondingly the matrix $\overline{\boldsymbol{\alpha}}^{f}=\left[\overline{\boldsymbol{\mu}}^{f}\right]^{-1}$ and the chiral parameter $\xi_{c f}$ in the $f$ th layer. Thus, the relation governing the wave number and eigenvalues can now be rewritten as

$$
\begin{equation*}
k_{\lambda}^{f}=\sqrt{\lambda^{2}+\left(h^{f}\right)^{2}} . \tag{37}
\end{equation*}
$$

The multilayered structure is shown by figure 1 .

Based on the principle of scattering superposition, we have

$$
\begin{equation*}
\overline{\boldsymbol{G}}_{e}^{(f s)}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=\overline{\boldsymbol{G}}_{0}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right) \delta_{f}^{s}+\overline{\boldsymbol{G}}_{s}^{(f s)}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right), \tag{38}
\end{equation*}
$$

where $\bar{G}_{e}$ and $\bar{G}_{0}$ denote the total and unbounded electric DGFs, respectively and superscripts/subscripts $f$ and $s$ denote the field point located at the $f$ th layer and source located at the $s$ th layer, respectively.

The representation of the scattered DGFs is given by

$$
\begin{equation*}
\overline{\boldsymbol{G}}_{s}^{(f s)}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=\sum_{j=1}^{4} \overline{\boldsymbol{G}}_{j} . \tag{39}
\end{equation*}
$$

We combine two terms as follows:

$$
\begin{align*}
\overline{\boldsymbol{G}}_{1}+ & \overline{\boldsymbol{G}}_{2}=\frac{\mathrm{i}}{2 \pi} \int_{0}^{\infty} \mathrm{d} \lambda \sum_{n=0}^{\infty} \frac{\left(2-\delta_{n 0}\right)}{p_{s} \lambda\left(h_{1 s}-h_{2 s}\right)} \times \sum_{j=1}^{2} \frac{(-1)^{j+1}}{\left(h_{j s}-h_{3 s}\right)\left(h_{j s}-h_{4 s}\right)} \\
& \times\left\{\left(1-\delta_{f}^{N}\right) \boldsymbol{M}_{n, \lambda}\left(h_{j}^{f}\right)\left[\left(1-\delta_{s}^{1}\right) A_{M j}^{f s} \boldsymbol{P}^{\prime}{ }_{-n,-\lambda}\left(-h_{j}^{s}\right)+\left(1-\delta_{s}^{N}\right) B_{M j}^{f s} \boldsymbol{P}^{\prime}{ }_{-n,-\lambda}\left(-h_{j+2}^{s}\right)\right]\right. \\
& +\left(1-\delta_{f}^{N}\right) \boldsymbol{Q}_{n, \lambda}\left(h_{j}^{f}\right)\left[\left(1-\delta_{s}^{1}\right) A_{Q j}^{f s} \boldsymbol{M}^{\prime}{ }_{-n,-\lambda}\left(-h_{j}^{s}\right)+\left(1-\delta_{s}^{N}\right) B_{Q j}^{f s} \boldsymbol{M}^{\prime}{ }_{-n,-\lambda}\left(-h_{j+2}^{s}\right)\right] \\
& +\left(1-\delta_{f}^{N}\right) \boldsymbol{U}_{n, \lambda}\left(h_{j}^{f}\right)\left[\left(1-\delta_{s}^{1}\right) A_{U j}^{f s} \boldsymbol{N}^{\prime}{ }_{-n t,-\lambda}\left(-h_{j}^{s}\right)+\left(1-\delta_{s}^{N}\right) B_{U j}^{f s} \boldsymbol{N}^{\prime}{ }_{-n t,-\lambda}\left(-h_{j+2}^{s}\right)\right] \\
& \left.+\left(1-\delta_{f}^{N}\right) \boldsymbol{V}_{n, \lambda}\left(h_{j}^{f}\right)\left[\left(1-\delta_{s}^{1}\right) A_{V j}^{f s} \boldsymbol{N}^{\prime}{ }_{-n z,-\lambda}\left(-h_{j}^{s}\right)+\left(1-\delta_{s}^{N}\right) B_{V j}^{f s} \boldsymbol{N}^{\prime}{ }_{-n z,-\lambda}\left(-h_{j+2}^{s}\right)\right]\right\}, \tag{40}
\end{align*}
$$

and

$$
\begin{align*}
\overline{\boldsymbol{G}}_{3}+ & \overline{\boldsymbol{G}}_{4}=\frac{\mathrm{i}}{2 \pi} \int_{0}^{\infty} \mathrm{d} \lambda \sum_{n=0}^{\infty} \frac{\left(2-\delta_{n 0}\right)}{p_{s} \lambda\left(h_{3 s}-h_{4 s}\right)} \times \sum_{j=3}^{4} \frac{(-1)^{j+1}}{\left(h_{1 s}-h_{j s}\right)\left(h_{2 s}-h_{j s}\right)} \\
& \times\left\{\left(1-\delta_{f}^{N}\right) \boldsymbol{M}_{n, \lambda}\left(h_{j}^{f}\right)\left[\left(1-\delta_{s}^{1}\right) A_{M j}^{f s} \boldsymbol{P}_{-n,-\lambda}^{\prime}\left(-h_{j-2}^{s}\right)+\left(1-\delta_{s}^{N}\right) B_{M j}^{f s} \boldsymbol{P}^{\prime}{ }_{-n,-\lambda}\left(-h_{j}^{s}\right)\right]\right. \\
& +\left(1-\delta_{f}^{N}\right) \boldsymbol{Q}_{n, \lambda}\left(h_{j}^{f}\right)\left[\left(1-\delta_{s}^{1}\right) A_{Q j}^{f s} \boldsymbol{M}^{\prime}{ }_{-n,-\lambda}\left(-h_{j-2}^{s}\right)+\left(1-\delta_{s}^{N}\right) B_{Q j}^{f s} \boldsymbol{M}^{\prime}{ }_{-n,-\lambda}\left(-h_{j}^{s}\right)\right] \\
& +\left(1-\delta_{f}^{N}\right) \boldsymbol{U}_{n, \lambda}\left(h_{j}^{f}\right)\left[\left(1-\delta_{s}^{1}\right) A_{U j}^{f s} \boldsymbol{N}^{\prime}{ }_{-n t,-\lambda}\left(-h_{j-2}^{s}\right)+\left(1-\delta_{s}^{N}\right) B_{U j}^{f s} \boldsymbol{N}^{\prime}{ }_{-n t,-\lambda}\left(-h_{j}^{s}\right)\right] \\
& \left.+\left(1-\delta_{f}^{N}\right) \boldsymbol{V}_{n, \lambda}\left(h_{j}^{f}\right)\left[\left(1-\delta_{s}^{1}\right) A_{V j}^{f s} \boldsymbol{N}^{\prime}{ }_{-n z,-\lambda}\left(-h_{j-2}^{s}\right)+\left(1-\delta_{s}^{N}\right) B_{V j}^{f s} \boldsymbol{N}^{\prime}{ }_{-n z,-\lambda}\left(-h_{j}^{s}\right)\right]\right\} . \tag{41}
\end{align*}
$$

The combination of the two terms for the above two equations is due to the fact that each term has a static contribution to the dyadic Green's function because of the integration associated with the pole point $\lambda=0$. What should be noted is that the multiple reflection and transmission effects have been included in the formulation of the scattering DGFs. The Sommerfeld radiation condition has been taken into account in the construction of DGFs. The contributions from various wave modes to the DGFs have been considered as well.

## 4. Coefficients of the scattering DGFs: boundary condition method

The boundary conditions that must be satisfied by the dyadic Greens' function at the interface between regions $f$ and $f+1$ where $z=z_{j}=\sum_{l=f}^{N-2} H_{l}$ are shown as follows:

$$
\begin{align*}
& \widehat{\boldsymbol{z}} \times \overline{\boldsymbol{G}}_{e}^{(f s)}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=\widehat{\boldsymbol{z}} \times \overline{\boldsymbol{G}}_{e}^{[(f+1) s]}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right), \\
& \widehat{\boldsymbol{z}} \times\left[\overline{\boldsymbol{\alpha}}_{f} \cdot \nabla \times \overline{\boldsymbol{G}}_{e}^{(f s)}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)-\omega \xi_{c f} \overline{\boldsymbol{G}}_{e}^{(f s)}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)\right] \\
& =\widehat{\boldsymbol{z}} \times\left[\overline{\boldsymbol{\alpha}}_{f+1} \cdot \nabla \times \overline{\boldsymbol{G}}_{e}^{[(f+1) s]}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)-\omega \xi_{c(f+1)} \overline{\boldsymbol{G}}_{e}^{[(f+1) s]}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)\right] . \tag{42}
\end{align*}
$$

To simplify the derivation of the general solution of the coefficients, we rewrite the boundary conditions (42) into the following matrix form. Now, it is clear that the equations obtained here for the layered gyrotropic chiral medium are different from those in all previous work.

Besides, it should be pointed out that some relationships between the vectors $\boldsymbol{N}_{n, \lambda}(h), \boldsymbol{M}_{n, \lambda}(h)$ and the matrix $\overline{\boldsymbol{\alpha}}$ have the following form:

$$
\begin{align*}
& \overline{\boldsymbol{\alpha}} \cdot \boldsymbol{N}_{n, \lambda}(h)=-\frac{\mathrm{i} h}{k_{\lambda}} \alpha_{a} \boldsymbol{M}_{n, \lambda}(h)+\alpha_{t} \boldsymbol{N}_{n t, \lambda}(h)+\alpha_{z} \boldsymbol{N}_{n z, \lambda}(h),  \tag{43}\\
& \overline{\boldsymbol{\alpha}} \cdot \boldsymbol{M}_{n, \lambda}(h)=\alpha_{t} \boldsymbol{M}_{n, \lambda}(h)-\frac{\mathrm{i} k_{\lambda}}{h} \alpha_{a} \boldsymbol{N}_{n t, \lambda}(h)+\frac{\mathrm{i} h}{k_{\lambda}} \alpha_{a} \boldsymbol{N}_{n z, \lambda}(h), \tag{44}
\end{align*}
$$

which will be used in the implementation of (42).
We should also note that some terms such as $\nabla \times \boldsymbol{Q}$ will be generated when applying the boundary condition, hence we give the forms of $\boldsymbol{\nabla} \times \boldsymbol{Q}, \boldsymbol{\nabla} \times \boldsymbol{U}$ and $\boldsymbol{\nabla} \times \boldsymbol{V}$ as follows:

$$
\begin{align*}
& \boldsymbol{\nabla} \times \boldsymbol{Q}_{n, \lambda}(h)=\frac{h^{2}\left(\tau_{2}-\tau_{3}\right)+k_{\lambda}^{2} \tau_{3}}{k_{\lambda}} \boldsymbol{M}_{n, \lambda}(h)  \tag{45}\\
& \boldsymbol{\nabla} \times \boldsymbol{U}_{n, \lambda}(h)=\frac{h^{2}\left(\tau_{5}-\tau_{4}\right)+k_{\lambda}^{2} \tau_{4}}{k_{\lambda}} \boldsymbol{M}_{n, \lambda}(h)  \tag{46}\\
& \boldsymbol{\nabla} \times \boldsymbol{V}_{n, \lambda}(h)=\frac{h^{2}\left(\tau_{4}-\tau_{7}\right)+k_{\lambda}^{2} \tau_{7}}{k_{\lambda}} \boldsymbol{M}_{n, \lambda}(h) \tag{47}
\end{align*}
$$

### 4.1. Recurrence matrix of DGFs' scattering coefficients

By using the boundary conditions, a set of linear equations of the coefficients which can be represented by a series of compact matrices is given below:

$$
\begin{equation*}
\left[F_{l j^{\prime}(f+1)}\right] \cdot\left\{\left[\Upsilon_{l j^{\prime}(f+1) s}\right]+\delta_{f+1}^{s}\left[U_{(f+1)}\right]\right\}=\left[F_{l j^{\prime} f}\right] \cdot\left\{\left[\Upsilon_{l j^{\prime} f s}\right]+\delta_{f}^{s}\left[D_{f}\right]\right\} \tag{48}
\end{equation*}
$$

where $j^{\prime}=1,2$ and $l$ denotes $M, Q, U$ and $V$, respectively. These matrices are given by

$$
\begin{align*}
& {\left[F_{M 1 f}\right]=} {\left[\begin{array}{cc}
\frac{\mathrm{e}^{\mathrm{i} h_{1 f} z_{f}}}{\left(h_{1 s}-h_{2 s}\right)\left(h_{1 s}-h_{4 s}\right)} & \frac{\mathrm{e}^{\mathrm{i} h_{3 f} z_{f}}}{\left(h_{3 s}-h_{4 s}\right)\left(h_{2 s}-h_{3 s}\right)} \\
{\left[\begin{array}{l}
{\left[h_{1 f} \alpha_{t f}-\left(\omega \xi_{c f}+\mathrm{i} h_{1 f} \alpha_{a f}\right)\right] \mathrm{e}^{\mathrm{i} h_{1 f} z_{f}}} \\
\left(h_{1 s}-h_{2 s}\right)\left(h_{1 s}-h_{4 s}\right)
\end{array}\right.} & \frac{\left[h_{3 f} \alpha_{t f}-\left(\omega \xi_{c f}+\mathrm{i} h_{3 f} \alpha_{a f}\right)\right] \mathrm{e}^{\mathrm{i} h_{3 f} z_{f}}}{\left(h_{3 s}-h_{4 s}\right)\left(h_{2 s}-h_{3 s}\right)}
\end{array}\right], ~(49) }  \tag{49}\\
& {\left[\begin{array}{l}
\frac{h_{1 f} \tau_{21 f} \mathrm{e}^{\mathrm{i} h_{1 f} z_{f}}}{k_{\lambda 1 f}\left(h_{1 s}-h_{2 s}\right)\left(h_{1 s}-h_{4 s}\right)} \\
\frac{h_{3 f} \tau_{23 f} \mathrm{e}^{\mathrm{i} h_{3 f} z_{f}}}{k_{\lambda 3 f}\left(h_{3 s}-h_{4 s}\right)\left(h_{2 s}-h_{3 s}\right)} \\
\\
\\
\\
\\
\\
\\
\left.\frac{\left[\left(\tau_{21 f}-\tau_{31 f}\right)\left(\alpha_{t f}-\alpha_{a f}\right) h_{1 f}^{2}+\tau_{31 f}\left(\alpha_{t f}-\alpha_{a f}\right) k_{\lambda 1 f}^{2}-\tau_{21 f} \omega \xi_{c f} h_{1 f}\right] \mathrm{e}^{\mathrm{i} h_{1 f} z_{f}}}{k_{\lambda 1 f}\left(h_{1 s}-h_{2 s}\right)\left(h_{1 s}-h_{4 s}\right)}\left(\alpha_{t f}-\alpha_{a f}\right) h_{3 f}^{2}+\tau_{33 f}\left(\alpha_{t f}-\alpha_{a f}\right) k_{\lambda 3 f}^{2}-\tau_{23 f} \omega \xi_{c f} h_{3 f}\right] \mathrm{e}^{\mathrm{i} h_{3 f} z_{f}} \\
k_{\lambda 3 f}\left(h_{3 s}-h_{4 s}\right)\left(h_{2 s}-h_{3 s}\right)
\end{array}\right.}
\end{align*}
$$

$$
\begin{align*}
& {\left[F_{U 1 f}\right]=\left[\begin{array}{c}
\frac{h_{1 f} \tau_{51 f} \mathrm{e}^{\mathrm{i} h_{1 f z_{f}}}}{k_{\lambda 1 f}\left(h_{1 s}-h_{2 s}\right)\left(h_{1 s}-h_{4 s}\right)} \\
\frac{h_{3 f} \tau_{53 f} \mathrm{e}^{\mathrm{h}_{3 f z_{f}}}}{k_{\lambda 3 f}\left(h_{3 s}-h_{4 s}\right)\left(h_{2 s}-h_{3 s}\right)}
\end{array}\right.} \\
& \left.\frac{\left[\left(\tau_{51 f}-\tau_{41 f}\right)\left(\alpha_{t f}-\alpha_{a f}\right) h_{1 f}^{2}+\tau_{41 f}\left(\alpha_{t f}-\alpha_{a f}\right) k_{\lambda 1 f}^{2}-\tau_{51 f} \omega \xi_{c f} h_{1 f}\right] \mathrm{e}^{\mathrm{i} h_{1 f} z_{f}}}{k_{\lambda 1 f}\left(h_{1 s}-h_{2 s}\right)\left(h_{1 s}-h_{4 s}\right)}\right]^{T} \\
& \left.\frac{\left[\left(\tau_{53 f}-\tau_{43 f}\right)\left(\alpha_{t f}-\alpha_{a f}\right) h_{3 f}^{2}+\tau_{43 f}\left(\alpha_{t f}-\alpha_{a f}\right) k_{\lambda 3 f}^{2}-\tau_{53 f} \omega \xi_{c f} h_{3 f}\right] \mathrm{e}^{\mathrm{i} h_{3 f} z_{f}}}{k_{\lambda 3 f}\left(h_{3 s}-h_{4 s}\right)\left(h_{2 s}-h_{3 s}\right)}\right] \\
& {\left[F_{V 1 f}\right]=\left[\begin{array}{l}
\frac{h_{1 f} \tau_{41 f} \mathrm{e}^{\mathrm{i} h_{1 f} z_{f}}}{k_{\lambda 1 f}\left(h_{1 s}-h_{2 s}\right)\left(h_{1 s}-h_{4 s}\right)} \\
\frac{h_{3 f} \tau_{43 f} \mathrm{e}^{\mathrm{i} h_{3 f} z_{f}}}{k_{\lambda 3 f}\left(h_{3 s}-h_{4 s}\right)\left(h_{2 s}-h_{3 s}\right)}
\end{array}\right.}  \tag{51}\\
& \begin{array}{l}
\left.\frac{\left[\left(\tau_{41 f}-\tau_{71 f}\right)\left(\alpha_{t f}-\alpha_{a f}\right) h_{1 f}^{2}+\tau_{71 f}\left(\alpha_{t f}-\alpha_{a f}\right) k_{\lambda 1 f}^{2}-\tau_{41 f} \omega \xi_{c f} h_{1 f}\right] \mathrm{e}^{\mathrm{i} h_{1 f} z_{f}}}{k_{\lambda 1 f}\left(h_{1 s}-h_{2 s}\right)\left(h_{1 s}-h_{4 s}\right)}\right]^{T} \\
\left.\frac{\left[\left(\tau_{43 f}-\tau_{73 f}\right)\left(\alpha_{t f}-\alpha_{a f}\right) h_{3 f}^{2}+\tau_{73 f}\left(\alpha_{t f}-\alpha_{a f}\right) k_{\lambda 3 f}^{2}-\tau_{43 f} \omega \xi_{c f} h_{3 f}\right] \mathrm{e}^{\mathrm{i} h_{3 f} z_{f}}}{k_{\lambda 3 f}\left(h_{3 s}-h_{4 s}\right)\left(h_{2 s}-h_{3 s}\right)}\right]^{2},
\end{array} \tag{52}
\end{align*}
$$

where the superscript $T$ denotes the transpose of the matrices.
The matrices $\left[F_{l j^{\prime} f}\right]$ remain the same form for $j^{\prime}=2$ except the subscript 1 is changed to 2 and the subscript 3 is changed to 4 . Furthermore, the denominator which contains the term ( $h_{1 s}-h_{4 s}$ ) is changed to $\left(h_{2 s}-h_{3 s}\right)$ and vice versa. The terms $\tau_{2 j f}, \tau_{3 j f}, \tau_{4 j f}, \tau_{5 j f}$ and $\tau_{7 j f}$ are the weighting factors associated with the scattering coefficients $A_{l j}^{f s}$ and $B_{l j}^{f s}$. They have the same forms as those in (29) and (33) only with the change that each term relating to wave numbers (e.g., $h$ ) will have a subscript of $j f$ (e.g., $h_{j f}$ ) and each term relating to material parameters (e.g., $\xi_{c}$ ) will have a subscript of $f\left(\right.$ e.g., $\left.\xi_{c f}\right)$ where $j=1,2$ and $f$ represents the $f$ th layer.

The following matrices are also used in the formulation:

$$
\begin{align*}
& {\left[\Upsilon_{l j^{\prime} f s}\right]=\left[\begin{array}{cc}
A_{l j^{\prime}}^{f s} & B_{l j^{\prime}}^{f s} \\
A_{l, j^{\prime}+2}^{f s} & B_{l, j^{\prime}+2}^{f s}
\end{array}\right],}  \tag{53}\\
& {\left[U_{f}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right],}  \tag{54}\\
& {\left[D_{f}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] .} \tag{55}
\end{align*}
$$

Defining the following transmission $T$-matrix:

$$
\begin{equation*}
\left[T_{l j^{\prime} f}\right]=\left[F_{l j^{\prime}(f+1) f}\right]^{-1} \cdot\left[F_{l j^{\prime} f f}\right], \tag{56}
\end{equation*}
$$

where $\left[F_{l j^{\prime}(f+1) f}\right]^{-1}$ is the inverse matrix of $\left[F_{l j^{\prime}(f+1) f}\right]$, we can thus rewrite the linear equation into the following form:

$$
\begin{equation*}
\left[\Upsilon_{l j^{\prime}(f+1) s}\right]=\left[T_{l j^{\prime} f}\right] \cdot\left\{\left[\Upsilon_{l j^{\prime} f s}\right]+\delta_{f}^{s}\left[D_{f}\right]\right\}-\delta_{f+1}^{s}\left[U_{(f+1)}\right] . \tag{57}
\end{equation*}
$$

To shorten the expression, we also introduce

$$
\begin{align*}
{\left[T_{l j^{\prime}}^{K}\right]_{2 \times 2} } & =\left[T_{l j^{\prime}, N-1}\right]\left[T_{l j^{\prime}, N-2}\right] \cdots\left[T_{l j^{\prime}, K+1}\right]\left[T_{l j^{\prime}, K}\right] \\
& =\left[\begin{array}{ll}
T_{l j^{\prime}, 11}^{K} & T_{l j^{\prime}, 12}^{K} \\
T_{l j^{\prime}, 21}^{K} & T_{l j^{\prime}, 22}^{K}
\end{array}\right] \tag{58}
\end{align*}
$$

Note that the coefficients matrices of the first and the last layers have the following relations:

$$
\left[\Upsilon_{l j^{\prime} 1 s}\right]=\left[\begin{array}{cc}
A_{l j^{\prime}}^{1 s} & B_{l j^{\prime}}^{1 s}  \tag{59}\\
0 & 0
\end{array}\right], \quad\left[\Upsilon_{l j^{\prime} N s}\right]=\left[\begin{array}{cc}
0 & 0 \\
A_{l, j^{\prime}+2}^{N s} & B_{l, j^{\prime}+2}^{N s}
\end{array}\right]
$$

### 4.2. Specific applications: three cases

To gain insight into the specific mathematical expressions of the physical quantities such as the transmission and reflections coefficient matrices, the following three cases are specifically considered where the source point is located in the first, the intermediate and the last layers.
4.2.1. Source in the first layer. When the current source is located in the first layer (i.e., $s=1$ ), the terms containing $\left(1-\delta_{s}^{1}\right)$ in (40) and (41) vanish. The coefficient matrices in (53) and (59) will be further reduced to

$$
\begin{align*}
& {\left[\Upsilon_{l j^{\prime}, 11}\right]=\left[\begin{array}{cc}
0 & B_{l j^{\prime}}^{11} \\
0 & 0
\end{array}\right],} \\
& {\left[\Upsilon_{l j^{\prime}, m 1}\right]=\left[\begin{array}{cc}
0 & B_{l j^{\prime}}^{m 1} \\
0 & B_{l, j^{\prime}+2}^{m 1}
\end{array}\right],}  \tag{60}\\
& {\left[\Upsilon_{l j^{\prime}, N 1}\right]=\left[\begin{array}{cc}
0 & 0 \\
0 & B_{l, j^{\prime}+2}^{N 1}
\end{array}\right],}
\end{align*}
$$

where $m=2,3, \ldots, N-1$. It can be seen that only four coefficients for the first layer and the last layer, but 8 coefficients for each of the remaining layers, need to be solved. By following (57), the recurrence relation in the $f$ th layer becomes

$$
\begin{equation*}
\left[\Upsilon_{l j^{\prime}, f 1}\right]=\left[T_{l j^{\prime}, f-1}\right] \cdots\left[T_{l j^{\prime}, 1}\right]\left\{\left[\Upsilon_{l j^{\prime}, 11}\right]+\left[D_{1}\right]\right\} \tag{61}
\end{equation*}
$$

With $f=N$ in (61), a matrix equation satisfied by the coefficient matrices in (60) can be obtained. The coefficient for the first layer where the source is (i.e. $s=1$ ) is given by

$$
\begin{equation*}
B_{l j^{\prime}}^{11}=-\frac{T_{l j^{\prime}, 12}^{(1)}}{T_{l j^{\prime}, 11}^{(1)}} \tag{62}
\end{equation*}
$$

The coefficient for the last layer can be derived in terms of the coefficients for the first layer given by

$$
\begin{equation*}
B_{l, j^{\prime}+2}^{N 1}=T_{l j^{\prime}, 21}^{(1)} B_{l j^{\prime}}^{11}+T_{l j^{\prime}, 22}^{(1)} \tag{63}
\end{equation*}
$$

The coefficients for the intermediate layers can be then obtained by substituting the coefficients for the first layer in (62) to (61). Thus, all the coefficients can be obtained by these procedures.
4.2.2. Source in the intermediate layers. When the current source is located in an intermediate layer, (i.e. $s \neq 1, N)$, only the terms containing $\left(1-\delta_{f}^{1}\right)$ for the first layer and $\left(1-\delta_{f}^{N}\right)$ for the last layer vanish in (40) and (41). The coefficient matrices in (53) and (59) will be further simplified:

$$
\begin{align*}
& {\left[\Upsilon_{l j^{\prime}, 1 s}\right]=\left[\begin{array}{cc}
A_{l j^{\prime}}^{1 s} & B_{l j^{\prime}}^{1 s} \\
0 & 0
\end{array}\right],} \\
& {\left[\Upsilon_{l j^{\prime}, m s}\right]=\left[\begin{array}{cc}
A_{l j^{\prime}}^{m s} & B_{l j^{\prime}}^{m s} \\
A_{l, j^{\prime}+2}^{m} & B_{l, j^{\prime}+2}^{m s}
\end{array}\right],}  \tag{64}\\
& {\left[\Upsilon_{l j^{\prime}, N s}\right]=\left[\begin{array}{cc}
0 & 0 \\
A_{l, j^{\prime}+2}^{N s} & B_{l, j^{\prime}+2}^{N s}
\end{array}\right] .}
\end{align*}
$$

From (57), the recurrence equation becomes

$$
\begin{gather*}
{\left[\Upsilon_{l j^{\prime}, f s}\right]=\left[T_{l j^{\prime}, f-1}\right] \cdots\left[T_{l j^{\prime}, s}\right] \cdot\left\{\left[T_{l j^{\prime}, s-1}\right] \cdots\left[T_{l j^{\prime}, 1}\right]\left[\Upsilon_{l j^{\prime}, 1 s}\right]\right.} \\
\left.+u(f-s-1)\left[D_{s}\right]-u(f-s)\left[U_{s}\right]\right\}, \tag{65}
\end{gather*}
$$

where $u\left(x-x_{0}\right)$ is the unit step function. For $f=N$, the coefficients for the first layer are given by

$$
\begin{align*}
A_{l j^{\prime}}^{1 s} & =\frac{T_{l j^{\prime}, 11}^{(s)}}{T_{l j^{\prime}, 11}^{(1)}}  \tag{66}\\
B_{l j^{\prime}}^{1 s} & =-\frac{T_{l j^{\prime}, 12}^{(s)}}{T_{l j^{\prime}, 11}^{(1)}}
\end{align*}
$$

For the last layer,

$$
\begin{align*}
A_{l, j^{\prime}+2}^{N s} & =T_{l j^{\prime}, 21}^{(1)} A_{l j^{\prime}}^{1 s}-T_{l j^{\prime}, 21}^{(s)}  \tag{67}\\
B_{l, j^{\prime}+2}^{N s} & =T_{l j^{\prime}, 21}^{(1)} B_{l j^{\prime}}^{1 s}+T_{l j^{\prime}, 22}^{(s)}
\end{align*}
$$

Substituting (66) into (65), the rest of the coefficients can be obtained for the dyadic Green's functions.
4.2.3. Source in the last layer. When the current source is located in the first layer (i.e., $s=N$ ), the coefficients are

$$
\begin{align*}
& {\left[\Upsilon_{l j^{\prime}, 1 N}\right]=\left[\begin{array}{cc}
A_{l j^{\prime}}^{1 N} & 0 \\
0 & 0
\end{array}\right],}  \tag{68}\\
& {\left[\Upsilon_{l j^{\prime}, m N}\right]=\left[\begin{array}{cc}
A_{l j^{\prime}}^{m N} & 0 \\
A_{l, j^{\prime}+2}^{m N} & 0
\end{array}\right],}  \tag{69}\\
& {\left[\Upsilon_{l j^{\prime}, N N}\right]=\left[\begin{array}{cc}
0 & 0 \\
A_{l, j^{\prime}+2}^{N N} & 0
\end{array}\right] .} \tag{70}
\end{align*}
$$

From the recurrence equation (57), similarly we have

$$
\begin{equation*}
\left[\Upsilon_{l j^{\prime}, f N}\right]=\left[T_{l j^{\prime}, f-1}\right] \cdots\left[T_{l j^{\prime}, 1}\right]\left[\Upsilon_{l j^{\prime}, 1 N}\right]-u(f-N)\left[U_{N}\right] . \tag{71}
\end{equation*}
$$

By letting $f=N$, the coefficient for the first region is

$$
\begin{equation*}
A_{l j^{\prime}}^{1 N}=\frac{1}{T_{l j^{\prime}, 11}^{(1)}} \tag{72}
\end{equation*}
$$

And for the last layer, it is found that

$$
\begin{equation*}
A_{l, j^{\prime}+2}^{N N}=T_{l j^{\prime}, 21}^{(1)} A_{l j^{\prime}}^{1 N} \tag{73}
\end{equation*}
$$

Similarly, the rest of the coefficients can be obtained by inserting (73) into (71).
So far, for gyrotropic chiral media in planarly multilayered structure, We have obtained a complete set of the DGFs in terms of the cylindrical vector wavefunctions and their scattering coefficients in terms of compact matrices. Reduction can be made for formulating the dyadic Green's functions in a less complex medium of specific planar geometries, e.g., an anisotropic medium where $\xi_{c}=0$, a chiral medium where $g=w=0, \epsilon=\epsilon_{z}$ and $\mu=\mu_{z}$, a gyroelectric medium where $w=0$ and $\mu=\mu_{z}$, a chiroferrite medium where $p=0$ and $\epsilon=\epsilon_{z}$, an isotropic medium where $\xi_{c}=g=w=0, \epsilon_{z}=\epsilon$ and $\mu=\mu_{z}$. When the source distribution is given, the electric field can be computed by (4), in which the local parameters of the source, the stratified layers and the materials in each layer have been taken into account systematically.

## 5. Conclusion

Gyrotropic chiral media, which can achieve negative refraction far off the resonances of the permittivity and permeability, provide us a promising alternative approach to realize negativerefractive media for optical applications. In this paper, systematic response of gyrotropic chiral media has been studied in terms of the dyadic Green's functions. A complete eigenfunctional expansion of the DGFs for an unbounded gyrotropic chiral medium and stratified multilayered gyrotropic chiral media is constructed. The unbounded DGFs in the gyrotropic chiral medium are obtained using the Ohm-Raleigh method, and the scattered dyadics are then proposed using the principles of scattering superposition for a multilayered structure as well as the multiple transmission and reflection associated with each interface. The scattering coefficients of the DGFs are presented in compact matrices by applying the boundary conditions at each interface. The current form of DGFs for gyrotropic chiral media includes the irrotational dyadic, which has been extracted in this paper. It is worth pointing out that (1) the general DGFs for the planarly multilayered gyrotropic chiral media can be reduced to those DGFs for less complex media as expected and mentioned before, such as chiral media, anisotropic media, gyroelectric media, chiroferrite media and isotropic media; (2) various wave modes containing different wave numbers $h_{1}, h_{2}, h_{3}$ and $h_{4}$ are observed during the formulation of the DGFs; and (3) thus, the DGFs can be decomposed using the modes mentioned above. Application of the present work can be made to problems of propagation and scattering and dipole antenna radiation in the planarly multilayered gyrotropic chiral media.
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